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In this article, we consider a network of quantum sensors, where each sensor is a qubit detector that “fires,”
i.e., its state changes when an event occurs close by. The change in state due to the firing of a detector is
given by a unitary operator, which is the same for all sensors in the network. Such a network of detectors
can be used to localize an event, using a protocol to determine the firing sensor, presumably the one closest
to the event. The determination of the firing sensor can be posed as a Quantum State Discrimination problem,
which incurs a probability of error depending on the initial state and the measurement operators used.

In this article, we address the problem of determining the optimal initial global state of a network of detec-
tors that incur a minimum probability of error in determining the firing sensor. For this problem, we derive
necessary and sufficient conditions for the existence of an initial state that allows for perfect discrimination,
i.e., zero probability of error. Using insights from this result, we derive a conjectured optimal solution for the
initial state, provide a pathway to prove the conjecture, and validate the conjecture empirically using multiple
search heuristics that seem to perform near-optimally.
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1 INTRODUCTION

Quantum sensors, being strongly sensitive to external disturbances, can measure various physi-
cal phenomena with extreme sensitivity. These quantum sensors interact with the environment
and have the environment phenomenon or parameters encoded in their state, which can then be
measured. Thus, quantum sensors can facilitate several applications, including gravitational wave
detection, astronomical observations, atomic clocks, biological probing, target detection, and so
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on [30]. A study [2] has shown the advantages of microwave quantum radar in the detection of
a target placed in a noisy environment by exploiting quantum correlations between two modes,
probe and idler. Estimation of a single continuous parameter by quantum sensors can be further en-
hanced by using a group of entangled sensors, improving the standard deviation of measurement
by a factor of 1/

√
N for N sensors [18]. Generally, a network of sensors can facilitate spatially dis-

tributed sensing; e.g., a fixed transmitter’s signal observed from different locations facilitates local-
ization via triangulation. Thus, as in the case of classical wireless sensor networks, it is natural to
deploy a network of quantum sensors to detect/measure a spatial phenomenon, and there has been
recent interest in developing protocols for such quantum sensor networks (QSNs) [8, 15, 31, 32].

Initial State Optimization. Quantum sensing protocols typically involve four steps [10]: initial-
ization of the quantum sensor to a desired initial state, transformation of the sensor’s state over a
sensing period, measurement, and classical processing. Quantum sensor networks would have sim-
ilar protocols. In general, the initial state of the QSN can have a strong bearing on the sensing
protocol’s overall performance (i.e., accuracy); e.g., in certain settings, an entangled initial state is
known to offer better estimation than a non-entangled state [15, 31]. If entanglement helps, then
different entangled states may yield different estimation accuracy. Thus, in general, determining
the initial state that offers optimal estimation accuracy is essential to designing an optimal sens-
ing protocol. The focus of our work is to address this problem of determining an optimal initial
state. Since an optimal initial state depends on the sensing and measurement protocol specifics, we
consider a specific and concrete setting in this article involving detectors. To the best of our knowl-
edge, ours is the only work (including our recent work [20]) to address the problem of determining
provably optimal initial states in quantum sensor networks with discrete outcome/parameters.1

QSNs with Detector Sensors. We consider a network of quantum “detector” sensors. Here, a de-
tector sensor is a qubit sensor whose state changes to a unique final state when an event happens.
More formally, a sensor with initial state |ψ 〉 gets transformed to U |ψ 〉 when an event happens,
where U is a particular unitary matrix that signifies the impact of an event on the sensor. Such
detector sensors can be very useful in detecting an event, rather than measuring a continuous pa-
rameter representing an environmental phenomenon. More generally, we consider a network of
quantum detector sensors wherein, when an event happens, exactly one of the sensors fires—i.e.,
changes its state as above. In general, a network of such detector sensors can be deployed to local-
ize an event—by determining the firing sensor and, hence, the location closest to the event. Our
article addresses the problem of optimizing the initial global state of such QSNs to minimize the
probability of error in determining the firing sensor.

Contributions. In the above context, we make the following contributions. We formulate the
problem of initial state optimization in detector quantum sensor networks. We derive necessary
and sufficient conditions for the existence of an initial state that can detect the firing sensor with
perfect accuracy, i.e., with zero probability of error. Using the insights from this result, we derive a
conjectured optimal solution for the problem and provide a pathway to proving the conjecture. We
also develop multiple search-based heuristics for the problem and empirically validate the conjec-
tured solution through extensive simulations. Finally, we extend our results to the unambiguous
discrimination measurement scheme, non-uniform prior, and considering quantum noise.

2 ISO PROBLEM AND RELATED WORK

Setting. Consider n quantum sensors deployed across a geographical area, forming a quantum
sensor network. See Figure 1. Each sensor stores a qubit whose state may potentially change due

1For estimation of continuous parameters, some works [15, 35] exist that have shown that certain initial states can saturate
the quantum Cramer-Rao bound (also see Section 2.1).
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Fig. 1. ISO Problem. Given n deployed quantum sensors, an event changes the state of one of the sensors (ith
sensor in the figure) by a unitary operatorU . Quantum state discrimination with the optimal measurement is
used to determine the firing sensor. The ISO problem is to determine the initial state (possibly entangled) that
minimizes the probability of error in discriminating the potential final states. The dashed lines connecting
the sensors signify a potential entangled global state.

to an event in the environment. Let |ψ 〉 denote the initial (possibly entangled) state of then sensors.
Let U be a unitary operator that represents the impact of an event over a qubit in a sensor; here,
U may describe the rotation of a spin caused by a magnetic field or a phase shift induced in a
state of light by a transparent object. Let the two eigenvectors of U be {u+,u−}, and without loss
of generality, let the corresponding eigenvalues be {e+iθ , e−iθ } where θ ∈ (0, 180) degrees; thus,
U |u±〉 = e±iθ |u±〉. Let |ϕi 〉 = (I ⊗i ⊗ U ⊗ I ⊗(n−i−1)) |ψ 〉, where U appears in the ith position and
i ∈ {0, · · · ,n−1}, represents the system’s state after the event affects the ith sensor. We assume that
events in our setting affect exactly one sensor with uniform probability.2 We refer to the n possible
resulting states {|ϕi 〉} as the final states; these final states have an equal prior probability of
occurrence on an event.

Objective Function P(|ψ 〉 ,U ). When an event results in the system going to a particular final state

|ϕi 〉, we want to determine the sensor (i.e., the index i) that is impacted by the event by performing
a global measurement of the system. For a given setting (i.e., |ψ 〉 andU ), let M(|ψ 〉 ,U ) be the opti-
mal positive operator-valued measure (POVM) measurement for discriminating the final states
{|ϕi 〉}, i.e., the measurement that incurs the minimum probability of error in discriminating the
final states {|ϕi 〉} and thus determining the index i given an unknown final state. Let P(|ψ 〉 ,U ) be
the (minimum) probability of error incurred by M(|ψ 〉 ,U ) in discriminating the final states {|ϕi 〉}.

ISO Problem Formulation. Given a number of sensorsn and a unitary operatorU , the ISO problem
to determine the initial state |ψ 〉 that minimizes P(|ψ 〉 ,U ). In other words, we wish to determine
the initial state |ψ 〉 that yields the lowest probability of error in discriminating the final states
when an optimal POVM is used for discrimination.

For clarity of presentation, we consider only the minimum error measurement scheme till the last
Section 8.1, where we extend our results to the unambiguous discrimination measurement scheme.

Potential Applications. One of the main applications of detector sensor networks is event localiza-
tion. Assume we have some critical locations to monitor, and we place one quantum detector at
each critical location. Then, a network of quantum detectors, wherein a detector’s state changes
(as represented by the unitary U ), can be used to localize the event occurrence—as the location
of the firing detector also gives the event’s location. The event in the above scenario could be

2In essence, we assume that sensors are sparsely deployed such that an event affects at most one sensor, and that the
event itself is uniformly likely to occur at the sensor locations. If there is no prior information about the event’s location,
then assuming uniform probability is reasonable. See Section 8, where we consider the generalization of non-uniform
probabilities.
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anything that can be represented by a unitary U , e.g., an event may represent the presence of a
magnetic field, an acoustic event (e.g., an explosion), a signal transmission that can be detected, or
movement of a detectable object.

Article Organization. The rest of the article is organized as follows. We end this section with a
discussion on related work. In the following section (Section 3), we establish a necessary and suf-
ficient condition for three final states to be orthogonal—and hence, the existence of an initial state
such that P(|ψ 〉 ,U ) = 0. We generalize the result to an arbitrary number of sensors in Section 4,
and give an optimal solution for the ISO problem when the orthogonality condition is satisfied. In
Section 5, we use the insights from Section 4 to derive a conjectured optimal solution for an arbi-
trary U and the number of sensors; in the section, we also provide a pathway to proving the con-
jecture. In the following sections, we develop search-based heuristics for the problem (Section 6)
and use these heuristics to empirically validate our conjectured solution through simulations
(Section 7). In Section 8, we consider generalizations related to unambiguous discrimination mea-
surement, non-uniform prior probabilities, and quantum noise. Finally in Section 9, we conclude
and discuss some potential future work.

2.1 Related Work

Continuous Parameter Estimation Using Quantum Sensors. In prior works [15, 34], protocols
have been studied for estimation of a single parameter using multiple sensors [18], multiple
parameters [27, 31], a single linear function over parameters [15, 31, 36], and multiple linear
functions [1, 34]. Quantum state estimation considering nuisance parameters is reviewed in
Reference [37]. These and many other works [15, 17, 31] have also investigated whether the entan-
glement of sensors offers any advantage in improving the estimation accuracy. Some of the above
works have optimized the measurement protocols (e.g., References [15, 32]) in the addressed set-
tings, but none of the above works have addressed the problem of initial state optimization. To
the best of our knowledge, all prior works have modeled the sensed parameters in the continuous
domain, e.g., these parameters could be the strength of a magnetic field at different locations. In
contrast, in some sense, our work focuses on estimating discrete-valued parameters.

Optimal State Discrimination. There has been a lot of work on quantum state discrimina-
tion [3, 4, 6, 7]—wherein the goal is to determine the optimal measurement protocol to minimize
the probability of error in discriminating a set of given states. A closed-form expression is known
only for two states and very specialized cases for a larger number of states. However, numerical
techniques exist (e.g., semi-definite program (SDP)-based [14]). Our work differs in the follow-
ing ways: (i) The set of final states we want to discriminate is very specialized. (ii) Our goal is
to optimize the initial state—that minimizes the probability of error using an optimal POVM (in
some sense, we implicitly assume that an optimal POVM for a given set of final states can be
derived).

Initial State Optimization. Recent works have used variational circuits to seek an optimized probe
state for a set of sensors, in the context of classical supervised learning [39] and (continuous) pa-
rameter estimation [24] under noise. In additional, a recent work [13] investigates estimation
accuracy with different levels of entanglements for measuring a linear combination of field am-
plitudes. In contrast, we seek provably optimal initial state solutions. To the best of our knowl-
edge, the only other work that has investigated the initial state optimization problem is our recent
preliminary work [20], where we address the same problem as in this article. In Reference [20],
we give an optimal solution for the case of n = 2 sensors, and, for the general case of n sensor, we
derive close-form expressions for the probability of error for a heuristic solution for a restricted
class of initial states, and investigate the benefit of entanglement in the initial state.
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Optimizing Initial State of Detector Sensors in Quantum Sensor Networks 10:5

3 ORTHOGONALITY OF FINAL STATES FOR THREE SENSORS

Note that an optimal solution for two sensors (i.e., n = 2) is known and is based on geometric
ideas (see Reference [20] and Section 5); however, the solution for two sensors does not generalize
to higher n. For n ≥ 3, instead of directly determining the optimal solution, we first focus on
determining the the conditions (onU ) under which the optimal initial state yields orthogonal final
states. We start with the specific case of n = 3, as this gives us sufficient insight to generalize the
results to an arbitrary number of sensors. Determining the conditions for orthogonality also helps
us in conjecturing the optimal initial state for general settings.

The basic idea for deriving the condition onU that yields orthogonal final states (i.e., the below
theorem) is to represent the final states on an orthonormal basis based on U ’s eigenvalues and
eigenvectors; this allows us to derive expressions for the pairwise inner products of the final states,
and equating these products to zero yields the desired conditions. We now state the main theorem
and proof for three sensors.

Theorem 1. Consider the ISO problem, with the unitary operator U , initial state |ψ 〉, and final

states {|ϕi 〉} as defined therein. Recall that the eigenvalues of U are {e+iθ , e−iθ }. When the number
of sensors n is three, the following is true.

For any θ ∈ [60, 120] degrees, there exists a |ψ 〉 such that |ϕ0〉 , |ϕ1〉 , |ϕ2〉 are mutually orthogo-
nal. Also, the converse is true, i.e., for θ ∈ (0, 60) ∪ (120, 180), there is no initial state that makes
|ϕ0〉 , |ϕ1〉 , |ϕ2〉 mutually orthogonal.

Proof. Let us first start analyzing the inner product of |ϕ0〉 and |ϕ1〉. Let z0 = 〈ϕ0 |ϕ1〉. We see
that

z0 = 〈ψ | (U † ⊗ I ⊗ I )(I ⊗ U ⊗ I ) |ψ 〉
= 〈ψ | (U † ⊗ U ⊗ I ) |ψ .〉

Since U is unitary, its eigenvectors u− and u+ are orthogonal. It is easy to confirm that
the following eight eigenvectors of the middle-part (U † ⊗ U ⊗ I ) form an orthonormal basis:
{|u−u−u−〉 , |u−u−u+〉 , |u−u+u−〉 , |u−u+u+〉 , |u+u−u−〉 , |u+u−u+〉 , |u+u+u−〉 , |u+u+u+〉}. We denote
these eight eigenvectors as {|j〉 | j = 0, · · · , 7}, with the |j〉 eigenvector “mimicking” the number j’s
binary representation whenu− andu+ are looked upon as 0 and 1, respectively (so, |3〉 is |u−u+u+〉).

We can write the initial state |ψ 〉 in the {|j〉} basis as

|ψ 〉 =
∑

j

ψj |j〉 .

Thus, we get

z0 = 〈ψ | (U † ⊗ U ⊗ I )
∑

j

ψj |j〉

=
∑

j

|ψj |2ej ,

where {e0, e1, . . . , e7} are the eigenvalues corresponding to the eight eigenvectors {|j〉}. As the
eigenvalues are 1, 1, e+2iθ , e+2iθ , e−2iθ , e−2iθ , 1, 1, we get

z0 = (|ψ2 |2 + |ψ3 |2)e+2iθ + (|ψ4 |2 + |ψ5 |2)e−2iθ + (|ψ0 |2 + |ψ1 |2 + |ψ6 |2 + |ψ7 |2). (1)

Similarly, for z1 = 〈ϕ1 |ϕ2〉 = 〈ψ | (I ⊗ U † ⊗ U ) |ψ 〉, we get the below. Note that, in the expres-
sion for z1, the order of eigenvalues corresponding to the coefficients |ψi |2 is 1, e+2iθ , e−2iθ , 1, 1,
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e+2iθ , e−2iθ , 1 (see Observation 1 in Section 4). Thus, we get

z1 = (|ψ1 |2 + |ψ5 |2)e+2iθ + (|ψ2 |2 + |ψ6 |2)e−2iθ + (|ψ0 |2 + |ψ3 |2 + |ψ4 |2 + |ψ7 |2). (2)

Similarly, for z2 = 〈ϕ0 |ϕ2〉 = 〈ψ | (U † ⊗ I ⊗ U ) |ψ 〉, we get

z2 = (|ψ1 |2 + |ψ3 |2)e+2iθ + (|ψ4 |2 + |ψ6 |2)e−2iθ + (|ψ0 |2 + |ψ2 |2 + |ψ5 |2 + |ψ7 |2). (3)

Now, for |ϕ0〉 , |ϕ1〉 , |ϕ2〉 to be mutually orthogonal, we need z0 = z1 = z2 = 0. This yields the
following seven Equations (4)–(10).

Imaginary Equations. For the imaginary parts of z0, z1, z2 to be zero, we need the following to be
true. We refer to these equations as the Imaginary equations:

|ψ2 |2 + |ψ3 |2 = |ψ4 |2 + |ψ5 |2, (4)

|ψ1 |2 + |ψ5 |2 = |ψ2 |2 + |ψ6 |2, (5)

|ψ1 |2 + |ψ3 |2 = |ψ4 |2 + |ψ6 |2. (6)

Real Equations. For the real parts of z0, z1, z2 to be zero, we need the following to be true. We refer
to these equations as the Real equations:

−(|ψ2 |2 + |ψ3 |2 + |ψ4 |2 + |ψ5 |2) cos(2θ ) = |ψ0 |2 + |ψ1 |2 + |ψ6 |2 + |ψ7 |2, (7)

−(|ψ1 |2 + |ψ5 |2 + |ψ2 |2 + |ψ6 |2) cos(2θ ) = |ψ0 |2 + |ψ3 |2 + |ψ4 |2 + |ψ7 |2, (8)

−(|ψ1 |2 + |ψ3 |2 + |ψ4 |2 + |ψ6 |2) cos(2θ ) = |ψ0 |2 + |ψ2 |2 + |ψ5 |2 + |ψ7 |2. (9)

Above, the terms with cos(2θ ) are on the left-hand side (LHS), and the remaining terms are on
the right-hand side (RHS).
Finally, asψj are coefficients of |ψ 〉, we also have∑

j

|ψj |2 = 1. (10)

Existence of |ψ 〉 when θ ∈ [60, 120] that yields mutually orthogonal final states. Let us
assume |ψ0 |2 = |ψ7 |2 = y and |ψi |2 = x for 1 ≤ i ≤ 6. These satisfy Equations (4)–(6), and
Equations (7)–(9) yield

−4x cos(2θ ) = 2x + 2y,

−(2 cos(2θ ) + 1)x = y.

The above has a valid solution (i.e.,x ,y ≥ 0, and 2y+6x = 1 from Equation (10)) when cos(2θ ) ≤ − 1
2 ,

i.e., when θ ∈ [60, 120].
When θ ∈ (0, 60) ∪ (120, 180), no existence of |ψ 〉 that yields mutually orthogonal final

states. Let a = |ψ0 |2 + |ψ7 |2. Then, by using Equation (4) in Equation (7), and so on, we get the
following:

−2(|ψ4 |2 + |ψ5 |2) cos(2θ ) = a + |ψ1 |2 + |ψ6 |2,
−2(|ψ2 |2 + |ψ6 |2) cos(2θ ) = a + |ψ3 |2 + |ψ4 |2,
−2(|ψ1 |2 + |ψ3 |2) cos(2θ ) = a + |ψ2 |2 + |ψ5 |2.

Adding up the above equations and rearranging, we get

(−2 cos(2θ ) − 1)
6∑

j=1

|ψj |2 = 3a.
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Thus, we need (−2 cos(2θ ) − 1) ≥ 0, as a ≥ 0, i.e., we need cos(2θ ) ≤ − 1
2 . Thus, for θ ∈ (0, 60) ∪

(120, 180), there is no solution to the above equations. Note that we have not used any symmetry
argument here. �

4 ORTHOGONALITY OF FINAL STATES FOR n SENSORS

In this section, we generalize the result in the previous section to an arbitrary number of sensors
greater than 3.3

Theorem 2. Consider the ISO problem, with the unitary operator U , initial state |ψ 〉, and final

states {|ϕi 〉} as defined therein. Recall that the eigenvalues of U are {e+iθ , e−iθ }. Let n ≥ 3 be the
number of sensors. The following is true.

For any θ ∈ [T , 180−T ] degrees, there exists a |ψ 〉 such that the set of n states {|ϕi 〉} are mutually
orthogonal, where T is given by

T =
1

2
arccos

(
−
�n2 � − 1

�n2 �

)
.

Note that T ∈ (45, 90) degrees. In particular, the values of T for increasing n are: 60 (n = 4), 65.9
(n = 5, 6), 69.3 (n = 7, 8), 71.6 (n = 9, 10).

The converse of the above is also true, i.e., for θ ∈ (0,T ) ∪ (180−T , 180), there is no initial state |ψ 〉
that makes {|ϕi 〉} mutually orthogonal.

Before we prove the theorem, we define the partitioning of coefficients and state an observation.
Partitioning the Coefficient-squares {|ψj |2} into “Symmetric” Sets. Note that just renumbering the

sensors does not change the optimization problem. Based on this intuition, we can group the eigen-
vectors |j〉 (and the corresponding coefficients ψj ’s) into equivalent classes. Let n be the number
of sensors. Since only the coefficient-squares {|ψj |2} appear in the expression for pairwise inner-
products of the final states, we just partition the coefficient-squares rather than the coefficients
{ψj } themselves—as only the coefficient-squares are relevant to our proposed solution and discus-
sion. We partition the set of 2n coefficient-squares into n + 1 symmetric sets {Sk } as follows:

Sk = {|ψj |2 | |j〉 has k number of u+} ∀ 0 ≤ k ≤ n.

For each 0 ≤ k ≤ n, let Rk be the number of coefficient-squares from Sk in the RHS of a Real
equation, and Lk be the number of coefficient-squares from Sl in the LHS of Real equation. (Note
that, by Observation 1 below, for any k , the number of coefficient-squares of Sk that are in the
RHS (LHS) is the same for all Real equations.) For the case of n = 3, we have S0 = {|ψ0 |2}, S1 =

{|ψ1 |2, |ψ2 |2, |ψ4 |2}, S2 = {|ψ3 |2, |ψ5 |2, |ψ7 |2}, S3 = {|ψ7 |2}. Also, we have R0 = R1 = R2 = R3 = 1,
while L0 = L3 = 0, L1 = L2 = 2. We will use the above terms to prove the theorem.

Observation 1. For a Real equation E corresponding to the inner-product of final states ϕi and
ϕ j (for 0 ≤ i, j ≤ n − 1), a coefficient-square |ψr |2 appears in the RHS of the equation E iff the bit-
representation of the number r has either both 0’s or both 1’s at the ith and jth most-significant bits.

Lemma 1. For n ≥ 3,

min1≤k≤(n−1)
Rk

Lk
=
�n2 � − 1

�n2 �
.

3For two sensors, the single equation corresponding to the Equations (7)–(9) can be made equal to zero on both sides with
θ = 45 degrees and zeroing all coefficients on the RHS (which is possible due to lack of other equations).
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Thus, for the given T in Theorem 2, Lk cos(2T ) + Rk = 0 for some k , and Rk + cos(2T )Lk ≥ 0 for
all k .

Proof. For n ≥ 3 and 0 ≤ k ≤ n, from Observation 1, we get that

Rk =

(
n − 2

k − 2

)
+

(
n − 2

k

)
,

Lk = 2

(
n − 2

k − 1

)
.

Above, we assume
(x
y

)
= 0 if y > x or y < 0. Now, a simple analysis shows that(

min2≤k≤(n−2)

(n−2
k−2

)
+

(n−2
k

)
2
(n−2
k−1

)
)
=
�n2 � − 1

�n2 �
.

Since, for n ≥ 3, R1 = Rn−1 = n − 2 and L1 = Ln−1 = 2, we get the lemma. �

Observation 2. Let
∑

i xi = c , for a set of variables xi ≥ 0 and a constant c > 0. The equation∑
i cixi = 0, where ci are some constants, has a solution if and only if (i) at least one of the constants

is positive and one of the constants is negative, or (ii) one of the constants is zero.

4.1 Proof of Theorem 2

Proof. If θ ∈ [T , 180 −T ]. Let the set of all coefficient-squares in each Sk to be equal to xk , for
each k . Then, each Imaginary equation becomes

n∑
k=0

(Lk/2)xk =

n∑
k=0

(Lk/2)xk . (11)

Each Real equation becomes

− cos(2θ )
n∑

k=0

Lkxk =

n∑
k=0

Rkxk , (12)

n∑
k=0

(Rk + cos(2θ )Lk )xk = 0. (13)

By Observation 2, the above equation (and thus, all Real equations) can be made true by appro-
priate choices of xk , since

(1) Rk + cos(2θ )Lk is positive for k = 0 as L0 = 0 and R0 = 1,
(2) Rk + cos(2θ )Lk is negative or zero for some k by Lemma 1 when θ ∈ [T , 180 −T ].

If θ ∈ (0,T ) ∪ (180 −T , 180). Adding all the Real equations gives the following. Below, f (j) = k

such that |ψj |2 ∈ Sk :

− cos(2θ )
2n∑
j=0

(
n

2

)
Lf (j)

|Sf (j) |
|ψj |2 =

2n∑
j=0

(
n

2

)
Rf (j)

|Sf (j) |
|ψj |2.

The above gives
2n∑
j=0

1

|Sf (j) |
(Rf (j) + cos(2θ )Lf (j))|ψj |2 = 0.

The above equation does not have a solution as (Rk + cos(2θ )Lk ) > 0 for all k for θ ∈ (0,T ) (and
thus, for θ ∈ (180 −T , 180)) for by Lemma 1. �
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Optimal Initial State under Theorem 2’s Condition. Based on the above theorem, we can derive
the optimal initial state under the condition of Theorem 2; the optimal initial state yields mutually-
orthogonal final states.

Corollary 1. Consider the ISO problem, with the unitary operator U , initial state |ψ 〉, and final

states {|ϕi 〉} as defined therein. Recall that the eigenvalues of U are {e+iθ , e−iθ }. Let n ≥ 3 be the
number of sensors. When θ ∈ [T , 180−T ] degrees, whereT is defined in Theorem 2, an optimal initial
state |ψ 〉 that yields mutually orthogonal final states n states {|ϕi 〉} is given as follows.4

Let Sl be the partition that minimizes the ratio Rl/Ll . It follows from Lemma 1’s proof (we omit the
details) that l =  n

2 �, and Rl ,Ll , and Sl are given by

Ll = |Sl | ×
�n2 �

2�n2 � − 1
,

Rl = |Sl | ×
�n2 � − 1

2�n2 � − 1
,

|Sl | =
(
n

 n
2 �

)
.

Then, the coefficients of an optimal initial state |ψ 〉, when θ ∈ [T , 180 −T ] degrees with T defined in
Theorem 2, are such that their coefficient-squares are as follows:

|ψj |2 =
1

|Sl | − cos(2θ )Ll − Rl
∀ |ψj |2 ∈ Sl ,

|ψj |2 =
− cos(2θ )Ll − Rl

|Sl | − cos(2θ )Ll − Rl
∀ |ψj |2 ∈ S0,

|ψj |2 = 0 ∀ |ψj |2 � Sl ∪ S0.

Proof. The proof of the above Corollary easily follows from the fact that each coefficient-square
of the solution is positive (from Lemma 1), and that the coefficient-squares of the solution satisfy
Equation (13) (and Equation (11) trivially) as well as the constraint in Equation (10). �

5 CONJECTURED OPTIMAL ISO SOLUTION

Provably Optimal Solution for Two Sensors. The above joint-optimization problem for the case of 2
sensors can be solved optimally as follows. First, we note that the minimum probability of error
in discriminating two final states for a given initial state |ψ 〉 is given by

Pe =
1

2

(
1 −

√
1 − |〈ψ |(U ⊗ U −1)|ψ 〉|2

)
. (14)

Now, when the eigenvalues of U are {e+iθ , e−iθ }, as in our ISO problem, then the initial state
|ψ 〉 that minimizes the above probability of error for 0 ≤ θ ≤ π/4 and 3π/4 ≤ θ ≤ π can be shown
to be the following entangled state:

|ψ 〉 = 1
√

2
(|u+〉|u−〉 + |u−〉|u+〉). (15)

For π/4 ≤ θ ≤ 3π/4, there exists an initial state that yields orthogonal final states. The above
follows from the techniques developed to distinguish between two unitary operators [12]; we
refer the reader to our recent work [20] for more details. Unfortunately, the above technique does

4We note that there are many optimal solutions.
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not generalize to n greater than 2, because for greater n, there is no corresponding closed-form
expression for minimum probability of error.

Conjectured Optimal Solution for n Sensors. The main basis for our conjectured optimal solution
is that an optimal initial state must satisfy the symmetry of coefficients property, which is defined
as follows: an initial state satisfies the symmetry of coefficients property, if for each k , the set of
coefficient-squares in Sk have the same value. The intuition behind why an optimal initial state
must satisfy the symmetry of coefficients property comes from the following facts:

(1) The optimal initial state, under the condition of Theorem 2, satisfies the symmetry of coef-
ficients property.

(2) Since sensors are homogeneous, “renumbering” the sensors does not change the optimiza-
tion problem instance fundamentally. Thus, if |ψ 〉 is an optimal initial state, then all initial
state solutions obtained by permuting the orthonormal basis {|j〉} corresponding to a renum-
bering of sensors,5 must also yield optimal initial states.6 Now, observe that an initial state
that satisfies the symmetry of coefficients property remains unchanged under any permuta-
tion of the orthonormal basis {|j〉} corresponding to a renumbering of sensors.

(3) Similarly, due to the homogeneity of sensors, an optimal initial state must yield “symmetric”
final states—i.e., final state vectors that have the same pairwise angle between them. Now,
from Observation 1, we observe that an initial state that satisfies the symmetry of coefficients
yields final states such that their pairwise inner-product value is the same.

Finally, it seems intuitive that this common (see #3 above) inner-product value of every pair of
final states should be minimized to minimize the probability of error in discriminating the final
states. Minimizing the common inner-product value within the problem’s constraints yields the
below optimal solution conjecture.

Conjecture 1. Consider the ISO problem, with the unitary operatorU , initial state |ψ 〉, and final

states {|ϕi 〉} as defined therein. Recall that the eigenvalues of U are {e+iθ , e−iθ }. Let n ≥ 3 be the
number of sensors. For a given θ ∈ (0,T ] ∪ [180 − T , 180), degrees, where T is from Theorem 2, the
optimal initial state |ψ 〉 for the ISO problem is as follows.

Let Sl be the partition that minimizes (Rl + cos(2θ )Ll )/(Rl + Ll ), where Rl and Ll are as defined
in the previous section. The coefficients of the optimal solution are such that their coefficient-squares
are given by

|ψj |2 = 1/|Sl | ∀ |ψj |2 ∈ Sl ,

|ψj |2 = 0 ∀ |ψj |2 � Sl .

We note the following: (i) The above conjecture optimal solution is provably optimal for n = 2,
withT = 45 degrees; see Equation (15) above and Reference [20]. (ii) The above conjectured optimal
solution yields orthogonal final states for θ = T . In particular, it can be easily shown that the
above conjectured optimal solution is the same as the solution derived in Corollary 1 for θ = T .
(iii) The proposed state in the above conjecture is a Dicke State in the basis made up of |u−〉 and
|u+〉. Dicke states can be prepared deterministically by linear depth quantum circuits in a single
quantum computer [5], and be prepared in a distributed quantum network as well [33]. We now
show that the above conjecture can be proved with the help of the following simpler conjecture.

Proving Symmetry of Coefficients. Based on the intuition behind the above Conjecture 1, one
way to prove it would be to prove the symmetry of coefficients—i.e., the existence of an optimal

5Note that renumbering the sensors is tantamount to renumbering the bits in the bit-representation of j integers of the
orthonormal basis { |j 〉 }. See Theorem 3’s proof for more details.
6Note that this fact does not imply that the optimal solution must satisfy the symmetry of coefficients property.
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solution wherein the coefficient-squares in any Sk are equal. Proving symmetry of coefficients
directly seems very challenging, but we believe that the below conjecture (which implies symmetry
of coefficients, as shown in Theorem 3) is likely more tractable. Also, the below Conjecture has been
verified to hold true in our empirical study (see Section 7).

Conjecture 2. For a given U , consider two initial states |ψ 〉 =
∑
j
ψj |j〉 and |ψ ′〉 =

∑
j
ψ ′j |j〉 such

that (i) they are two unequal coefficient-squares, i.e., for some j, |ψj |2 � |ψ ′j |2, and (ii) they have

the same objective function value, i.e., P(|ψ 〉 ,U ) = P(|ψ ′〉 ,U ). We claim that the “average” state
given by

ψavд

〉
=

∑
j

√
|ψj |2 + |ψ ′j |2

2
|j〉

has a lower objective function value, i.e., P(
ψavд

〉
,U ) < P(|ψ ′〉 ,U ).

We now show that the above Conjecture is sufficient to prove the optimal solution Conjecture 1.

Theorem 3. Conjecture 2 implies Conjecture 1.

Proof. We start by showing that Conjecture 2 implies the symmetry of coefficients, and then
minimize the common pairwise inner-product values of the final states.

Conjecture 2 implies Symmetry of Coefficients. First, note that for a given initial state |ψ 〉, we can

generate (n!−1) other “equivalent” initial states (not necessarily all different) by just renumbering
the sensor (or, in other words, permuting the basis eigenvectors). Each of these initial states should
yield the same objective value P() as that of |ψ 〉, as it can be shown that they would yield essentially
the same set of final states. As an example, the following two initial states are equivalent (i.e., yield
the same objective value P()); here, the sensors numbered 1 and 2 have been interchanged:

ψ0 |0〉 +ψ1 |1〉 +ψ2 |2〉 +ψ3 |3〉 +ψ4 |4〉 +ψ5 |5〉 +ψ6 |6〉 +ψ7 |7,〉
ψ0 |0〉 +ψ2 |1〉 +ψ1 |2〉 +ψ3 |3〉 +ψ4 |4〉 +ψ6 |5〉 +ψ5 |6〉 +ψ7 |7.〉

More formally, for a given initial state |ψ 〉 =
∑

j ϕ j |j〉, a permutation (renumbering of sensors) π :
{0, 1, . . . ,n − 1} �→ {0, 1, . . . ,n − 1} yields an equivalent initial state given by |ψ ′〉 =

∑
j |ϕΠ(j)| |j〉

where Π : {0, 1, . . . , 2n − 1} �→ {0, 1, . . . , 2n − 1} is such that Π(j) = i where the bits in the bit-
representation of j are permuted using π to yield i . It can be shown that the set of final states
yielded by |ψ 〉 and |ψ ′〉 are essentially the same (modulo the permutation of basis dimensions),
and hence, they will yield the same probability of error and thus objective value P().

Now, consider an optimal initial state |ψ 〉 =
∑

j |ϕ j | |j〉 that does not have symmetry of
coefficients—i.e., there is a pair of coefficient-squares |ϕi |2 and |ϕ j |2 such that they are in the same
set Sk but are not equal. The numbers i and j have the same number of 1’s and 0’s in their binary rep-
resentation, as |ϕi |2 and |ϕ j |2 belong to the same set Sk . Let Π be a permutation function (represent-
ing renumbering of the n sensors) such that Π(i) = j. Consider an initial state |ψ ′〉 =

∑
j ψΠ(j) |j〉,

which has the same probability of error as |ψ 〉. Now, applying Conjecture 2 on |ψ 〉 and |ψ ′〉 yields
a new initial state with a lower objective value P(), which contradicts the optimality of |ψ 〉. Thus,
all optimal initial-states must satisfy the symmetry of coefficients.

Maximizing the Pairwise Angle. Now, an optimal initial state with symmetry of coefficients will

yield final states that have the same pairwise inner-product values (this follows from Theorem 2’s
proof). Also, we see that each pairwise inner-product value is (see Equations (11) and (13) from
Section 4):

n∑
k=0

(Rk + cos(2θ )Lk )xk , (16)
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with the constraint that
n∑

k=0

(Rk + Lk )xk = 1.

When θ ∈ (0,T ]. By Lemma 1, note that (Rk + cos(2θ )Lk )xk ≥ 0 for all k , for θ ∈ (0,T ). We show
in Lemma 2 below that, for states with equal and positive pairwise inner-products, the probabil-
ity of error in discriminating them using an optimal measurement increases with an increase in
the common inner-product value. Thus, the optimal initial state must minimize the above inner-
product value expression in Equation (16). Now, from Observation 3 below, the inner-product value
above is minimized when the coefficient-squares in the Sl that minimizes (Rk +cos(2θ )Lk )/|Sl | are
non-zero, while the coefficient-squares in all other Sk ’s where k � l are zero. This proves the
theorem.

When θ ∈ [180 − T , 180). Note that cos(2θ ) = cos(2(180 − θ )), and since (180 − θ ) ∈ (0,T ] for
θ ∈ [180 −T , 180), we can use the same argument as above for this case as well. �

Observation 3. Let
∑

i aixi = 1, for a set of positive-valued variables xi and positive constants
ai . The expression

∑
i cixi , where constants ci ’s are all positive, has a minimum value of mini ci/ai ,

which is achieved by xi = 1/ai for the i that minimizes mini ci/ai .

Minimizing Probability of Error in Discriminating “Symmetric” Final States. We now show, using
prior results, that if the pairwise inner-products (and hence, angles) of the resulting final states
|ϕi 〉 are equal, then the probability of error in discriminating them is minimized when the pairwise
inner-product values are minimized.

Lemma 2. Consider n states to be discriminated ϕ0,ϕ1, . . . ,ϕn−1 such that
〈
ϕi

ϕ j

〉
= x , for all

0 ≤ i, j ≤ n−1 and i � j. The probability of error in discriminating ϕ0,ϕ1, . . . ,ϕn−1 using an optimal
measurement increases with an increase in x when x ≥ 0.

Proof. The optimal/minimum probability of error using the optimal POVM for a set of states
with equal pairwise inner products can be computed to be [16]

Pe = 1 − 1

n

(√
1 − (n − 1)(1 − x)

n
+ (n − 1)

√
1 − x
n

)2

.

Let the inner term be y, such that Pe = 1− (y2/n). The derivative of y with respect to x is given by

n − 1

2
√
n

(
1

√
nx + 1 − x

− 1
√

1 − x

)
.

The above is negative for x ≥ 0. Thus, for a given number of sensors n and x ≥ 0, the probability
of error Pe increases with an increase in x . �

Summary. In summary, we propose Conjecture 1 for the optimal solution for the ISO problem,
based on the symmetry of coefficients. We also propose a Conjecture 2, which seems more straight-
forward to prove and provably implies Conjecture 1. We empirically validate these conjectures
using several search heuristics in the following sections.

6 SEARCH HEURISTICS

In this section, we design three search heuristics to determine an efficient ISO solution, viz., hill-
climbing algorithm, simulated annealing, and genetic algorithm. In the next section, we will eval-
uate these heuristics and observe that they likely deliver near-optimal solutions. We start with a
numerical (SDP) formulation of determining an optimal measurement, and thus, develop a method
to estimate the objective value P(|ψ 〉 ,U ) of a given initial state |ψ 〉.
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ALGORITHM 1: FindNeighbor(x, i, stepSize).

Input: The initial state x, ith element of x, step size
Output: A neighbor x′ of x

1 x′ ← x;

2 direction← Generate a random unit 2D-vector;

3 direction′ ← convert direction to complex number;

4 x′[i] ← x′[i] + direction′ × stepSize ;

5 x′ ← Normalize(x′) ; // x†x = 1

6 return x′;

Semi-definite Program (SDP) for State Discrimination. We now formulate an SDP to compute the
optimal measurement for a given initial state; this formulation allows us to determine the optimal
measurement using numerical methods, and thus, facilitates the development of the search heuris-
tics for the ISO problem as described below. Given a set of (final) quantum states, determining
the optimal measurement that discriminates them with minimum probability of error is a convex
optimization problem, and in particular, can be formulated as a semi-definite program [14]. Let the
final states be {|ϕi 〉} with prior probabilities pi , where

∑
i pi = 1. Let {Πi } be the POVM operator

with Πi being the element associated with the state |ϕi 〉, and let Tr () be the trace operator. The
SDP program to determine the optimal measurement operator can be formulated as below, where
the objective is to minimize the probability of error:

min
Πi ∈B

1 −
n−1∑
i=0

piTr (Πi |ϕi 〉 〈ϕi |), (17)

subject to the constraints

Πi � 0, 0 ≤ i ≤ n − 1, (18)

n−1∑
i=0

Πi = I . (19)

Above, Equation (18) ensures that every measurement operator is positive semidefinite, while
Equation (19) ensures that the set of measurement operators is a valid POVM, i.e., the summa-
tion of all measurement operators is the identity matrix. Equation (17) minimizes the probability
of error expression for a given POVM measurement and set of quantum states.

Objective Value of an Initial State. To design the search-based heuristics, we need a method to
estimate an objective value for a given initial quantum state that evaluates its quality. In our con-
text, for a given initial state |ψ 〉, the ISO problem’s objective function P(|ψ 〉 ,U ) could also serve
as the objective function in a search-based heuristic. P(|ψ 〉 ,U ) can be directly estimated using
Equation (17) above:

P(|ψ 〉 ,U ) = 1 −
n−1∑
i=0

piTr (Πi |ϕi 〉 〈ϕi |), (20)

where |ϕi 〉 = (I ⊗i ⊗U ⊗ I ⊗(n−i−1)) |ψ 〉 are the final states, and the optimal measurement {Πi } can
be computed numerically using the SDP formulation given above.

Based on the above method to estimate the objective function P(), we can develop search heuris-
tics for the ISO problem; at a high level, each heuristic searches for a near-optimal initial state by
starting with a random initial state x and iteratively improving (not necessarily in every single
iteration) by moving to x’s better neighbor based on the objective value P() of x.
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ALGORITHM 2: HillClimbing(U , n).

Input: Unitary operator U
Input: Number of sensor n
Output: Initial State x

1 x← a random state vector with a length of 2n ;

2 bestObjective ← P(x,U );
3 stepSize ← 0.1;

4 stepDecreaseRate ← 0.96;

5 while Termination Condition Not Satisfied do

6 for i = 1 to 2n do

7 neiдhbors ← Find 4 neighbors, call FindNeighbor(x, i, stepSize) four times;

8 bestStep ← 0;

9 for j = 1 to 4 do

10 objective ← P(neiдhbors[j],U );
11 if objective < bestObjective then

12 bestObjective ← objective ;

13 bestStep ← j;

14 end

15 end

16 if bestStep is not 0 then

17 x← neiдhbors[bestStep];
18 end

19 end

20 stepSize ← stepSize × stepDecreaseRate ;

21 end

22 return x;

Hill-climbing7 (HC) Search Heuristic. The Hill-climbing (HC) heuristic starts with randomly
picking an initial quantum state for the n-sensors, i.e., a 2n length vector x of complex numbers
with x†x = 1. During each iteration, we look into one element of the state vector x at a time. And
for each element, we look into four random “neighbors” of the initial state (as described below),
and pick the neighbor with the lowest objective value P(). We repeat the process until reaching
the termination criteria, i.e., the improvement (if any) of moving to the best neighbor is smaller
than a threshold (i.e., 10−6). We also set a minimum number of 100 iterations.

To find a neighbor of a quantum state, we update one element of the state vector x at a time—by
adding to it a random unit vector multiplied by a step size, which decreases with each iteration (a
post-normalization step is done to maintain x†x = 1). For each element, we look into four random
neighbors instead of one, to increase the chance of discovering better neighbors. See Algorithm 1
for the neighbor-finding procedure and Algorithm 2 for the overall Hill-climbing heuristic.

Simulated Annealing (SA) Heuristic. The above Hill-climbing heuristic can get stuck in a local op-
timal. Thus, we also develop a more sophisticated Simulated Annealing (SA) [23] metaheuristic,
which has a mechanism to jump out of a local minimum. By convention, SA applies the concept
of energy E. In our context, the energy is the equivalent of the objective function value P(). In
essence, SA allows itself to transition to solutions with worse objective values with a small (but
non-zero) probability. In SA, the transition probability to a new neighbor state depends upon the

7In our context of a minimization problem, the heuristic actually descends into a valley of solutions, but we stick to the
Hill-climbing name, because that is the common usage.
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improvement ΔE in the objective function and is given by

P(ΔE) = min(1, e−ΔE/T ), (21)

where T is the temperature. We note that when the new state’s objective value is lower, then
ΔE is negative, and thus, P(ΔE) is 1, and the new state is readily transitioned to. Same as in
Reference [26], we set the initial temperature as the standard deviation of the objective value
of several initial state’s neighbors. As the SA algorithm iterates, the temperature T gradually de-
creases. In our context, the following works well and leads to fast convergence, compared to other
standard equations used in other contexts [25]:

Tn =min{(1 − ϵ)Tn−1, (1 − ϵ)nσn−1}, (22)

where σn−1 is the standard deviation of objective values of the latest ten neighbors explored at the
(n − 1)th iteration. SA uses the same neighbor-finding method (Algorithm 1) as in the previous
Hill-climbing heuristic, with a similar termination condition as Hill-climbing except that we allow
a few iterations for improvement. The pseudo-code of SA is shown in Algorithm 3.

Genetic Algorithm (GA) Heuristic. The Genetic Algorithm (GA) is another popular metaheuris-
tic algorithm for solving optimization problems. Inspired by the natural evolution of survival of

ALGORITHM 3: SimulatedAnnealing(U , n).

Input: Unitary operator U
Input: Number of sensor n
Output: Initial State x

1 x← a random state vector with a length of 2n ;

2 stepSize ← 0.1;

3 T ← Standard deviation of some x neighbors’ objective values;

4 stepDecreaseRate ← 0.96;

5 coolinдRate ← 0.96;

6 stdRatio ← 1;

7 while Termination Condition Not Satisfied do

8 for i = 1 to 2n do

9 for j = 1 to 4 do

10 x′ ← FindNeighbor(x, i, stepSize);

11 E1 ← P(x,U );
12 E2 ← P(x′,U );
13 ΔE ← E2 − E1;

14 if ΔE < 0 then

15 x← x′

16 else

17 x← x′ with probability e−ΔE/T

18 end

19 end

20 end

21 stepSize ← stepSize × stepDecreaseRate ;

22 std ← Standard dev. of x recent neighbors’ scores;

23 stdRatio ← stdRatio × coolinдRatio;

24 T ←min(T × coolinдRate, std × stdRatio);
25 end

26 return x;
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ALGORITHM 4: GeneticAlgorithm(U , n).

Input: Unitary operator U
Input: Number of sensor n
Output: Initial State x

1 N ← population size;

2 xpop ← a size N population of length 2n random state vectors;

3 while Termination Condition Not Satisfied do

4 ranks ← computeRank(xpop ,U );
5 x′pop ← an empty children population;

6 while lenдth(x′pop ) < size do

7 parents ← get two states by select(ranks,xpop );
8 children← get two new states by twoPointCrossover (parents);
9 Do mutation for children;

10 Add children to x′pop ;

11 end

12 xpop ← the top N of states in xpop + x′pop ;

13 end

14 x← the best state in xpop ;

15 return x;

the fittest [21], GA works by considering a “population” of candidate solutions and creating the
next generation iteratively, until the best solution in a new generation does not improve from the
best solution in the previous generation by at least a threshold. In our context, the initial popu-
lation of candidate solutions is a set of random initial states. Candidate solutions are evaluated
by a fitness function, which is conceptually the same as our objective function P() (Equation (20))
except that the fitness function is higher the better while P() is lower the better. So, 1 − P() will
serve as the fitness function for GA. The pseudo-code for GA is shown in Algorithm 4. To create a
new generation, we pick a pair of candidate states as parents through the rank selection [22] and
then generate a pair of children states by using the two-point crossover method [22]. Finally, we
mutate the children in a way similar to finding neighbors in Algorithm 1.

7 VALIDATING THE CONJECTURES EMPIRICALLY

In this section, we evaluate our search heuristics for varying U operator (i.e., varying values of θ )
and for n = 2 to 5 and observe that they likely deliver near-optimal initial state solutions to the
ISO problem. Based on this observation, we show that our optimal solution Conjecture 1 is very
likely true as well Conjecture 2. Our search heuristics implementation and experiment’s raw data
are open-source at Reference [38].

Evaluation Setting. Recall that, without loss of generality, we assume the eigenvalues of U to
be {e+iθ , e−iθ } with U |u±〉 = e±iθ |u±〉 where u± are the two eigenstates of U . In our evaluations,
we vary the θ in the range of (0, 180) degrees, and assume the prior probabilities of final states
to be uniform. We consider four values of n, the number of sensors, viz., 2, 3, 4, and 5. Running
simulations for much larger values ofn is infeasible due to the prohibitive computational resources
needed; e.g., the estimated computation time to run any of the search heuristics for n = 10 will
take 10s of years, based on our preliminary estimates.8

8In our context, the Hill-climbing heuristic goes through about 100 iterations and in each iteration, it needs to solve 4 ·
2n instances of SDP formulations (Equations (17)–(19)), where n is the number of sensors. We use the Convex-Python
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Fig. 2. Performance of the three search heuristics for varyingU ’s parameterθ , for different number of sensors
in the network. Genetic Algorithm (GA) is not shown explicitly, for clarity, but it also performs almost exactly
the same as Hill-climbing and Simulated Annealing (SA), which are plotted above.

Fig. 3. Objective value P(), probability of error, of the candidate solution over iterations of the three search
heuristics for a special value of θ = 46 degrees and n = 4 sensors.

Performance of Search Heuristics. Figure 2 shows the performance of the search heuristics under
varying θ and four values of n = 2, 3, 4, 5, in terms of the ISO objective function P(|ψ 〉 ,U ) for the
initial state solution |ψ 〉. We make the following two observations:

(1) All three heuristics perform almost exactly the same.
(2) The heuristics deliver an initial state solution with P(|ψ 〉 ,U ) = 0 for the same range of θ

given in Theorem 2.

We also observe that the heuristics perform the same for θ and π − θ , i.e., symmetric along the
θ = π/2 line. Thus, in the remaining plots, we only plot results for θ ∈ (0,π/2]. Figure 3 shows the
convergence rates of the three heuristics for a specific value of θ = 46 degrees and n = 4 sensors.

CVXPY [11] package (which in turn used the Splitting Conic Solver [29]) to solve our SDP formulations, and observe that
it takes more than an hour to solve a single SDP instance for n = 10; this suggests an estimate of 10s of years of computation
time for n = 10.
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Fig. 4. Empirical validation of Conjecture 2. For four different values of θ and three different values of n, we
show that the objective value (Probability of Error) of the original initial state (the red circle) remains higher
than the objective value of the many “averaged” states (range shown by blue the bar).

Fig. 5. Conjecture 1’s solution performs almost exactly as the Hill-climbing heuristic when θ ∈ (0,T ]∪[180−
T , 180), degrees, where T is from Theorem 2. For n = 2, Conjecture 1’s solution matches with the provably
optimal solution from Reference [20] with T being 45 degrees.

We observe that HC converges the fastest, followed by SA and GA. After 100 iterations, the HC
and SA end at a probability of error of 5.85%, while GA ends at 5.86%.

Empirical Validation of Conjecture 2. Recall that Conjecture 2 states that an “average” solution of
two ISO solutions with equal objective values have a lower objective value. To empirically validate
Conjecture 2, we generate a random state |ψ 〉, and then, generate n! − 1 additional states of the
same objective value P() by renumbering the sensors as discussed in Theorem 3’s proof. Then,
we take many pairs of these states, average them, and compute the objective value. Figure 4 plots
the objective value of the original state |ψ 〉, and the range of the objective values of the averaged
states. We observe that the objective values of the averaged states are invariably less than those
of |ψ 〉.

Empirical Validation of the Optimal Solution Conjecture 1. We now evaluate the performance of
the initial state solution obtained by Conjecture 1 and compare it with the solution delivered by
one of the search heuristics-HC. Here, we consider θ ∈ (0,T ) ∪ (180 −T , 180) degree, where T is
as defined in Theorem 2. In Figure 5, we observe that the HC heuristic and Conjecture 1 solutions
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Fig. 6. Symmetry-index of the candidate solutions over iterations.

have identical performance, suggesting that Conjecture 1’s solution is likely optimal based on our
earlier observation that the search heuristics likely deliver optimal solutions.

Symmetry “Index” versus Objective Value (Probability of Error). In this final experiment, we inves-
tigate the impact of the symmetry of coefficients on the objective value of an initial state. Here,
we only do experiments for n = 3 number of sensors. To this end, we define a notion of symmetry
index, which quantifies the symmetry of coefficients in a given initial state. In particular, we define
the symmetry index for an initial state |ψ 〉 =

∑
j ψj |j〉 as

n∑
k=0

∑
|ψi |2, |ψj |2∈Sk

(|ψi |2 − |ψj |2)2, (23)

where Sk is the kth symmetric set as defined in Theorem 2. The symmetric index being zero im-
plies that within each symmetric set, all the coefficient-squares are equal. Figure 6 shows that the
search heuristic essentially generates solutions with lower and lower symmetry index and, finally,
converges to a solution with zero symmetry index value. This is true for all three search heuristics
(Figure 6(a)) and for varying θ (Figure 6(b)). Given that Figure 3 already shows that the objective
value decreases as the searching iterations go on, we can conclude that the objective value and the
symmetry index decrease simultaneously when the iterations go on. Furthermore in Figure 7(a),
we show the correlation between symmetry index and objective value through a scatter plot—with
the objective value generally decreasing with the decrease in symmetry index. Figure 7(b) zooms
into the later iterations of the heuristics wherein the symmetry index is very low (less than 0.08)
to show a clearer view of the correlation.

8 EXTENSIONS

In this section, we consider the generalization to the unambiguous discrimination scheme, non-
uniform prior probabilities, and quantum noise.

8.1 Unambiguous Discrimination Measurement

Till now, we have only considered the minimum error measurement scheme wherein the mea-
surement operator always outputs a state, though sometimes incorrectly and thus incurring a cer-
tain probability of error. We now consider an alternative measurement scheme of unambiguous
measurement [4] where there are no errors, but the measurement can fail, i.e., giving an incon-
clusive outcome. The unambiguous measurement scheme thus may incur a probability of failure.
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Fig. 7. Correlation between the objective value (probability of error) and the symmetry index.

Fortunately, our results for the minimum error measurement scheme also hold for the unambigu-
ous discrimination measurement scheme and objective, as observed below.

(1) The sufficient and necessary condition for orthogonality derived in Theorem 2 is a property
of the states and the operator U , and is independent of the measurement scheme. Thus,
Theorem 2 hold for an unambiguous discrimination scheme.

(2) The intuition behind Conjecture 1 is based on the homogeneity of sensors and symmetry
of the problem setting (e.g., symmetric eigenvalues of U , uniform probability of final states,
etc.). Thus, we believe the optimal initial state solution for an unambiguous discrimination
scheme is the same as in the case of the minimum error scheme. Thus, Conjecture 1 should
hold.

(3) Conjecture 2 is independent of the measurement scheme.
(4) We prove the version of Lemma 2 corresponding to the unambiguous measurement below.

Thus, Theorem 3 also holds for unambiguous measurement.
(5) The optimization problem of determining the optimal measurement {Πi } for an unambigu-

ous discrimination scheme can also be formulated as an SDP [3], and thus can be computed
numerically. Thus, the search heuristics from Section 6 will also work for unambiguous mea-
surement with the corresponding SDP for an unambiguous discrimination scheme.

Lemma 3. Consider n states to be discriminated ϕ0,ϕ1, . . . ,ϕn−1 such that
〈
ϕi

ϕ j

〉
= x , for all

0 ≤ i, j ≤ n − 1 and i � j. The probability of failure in discriminating ϕ0,ϕ1, . . . ,ϕn−1 using an
optimal measurement (for unambiguous discrimination) increases with an increase in x when x ≥ 0.

Proof. The optimal/minimum probability of failure using the optimal POVM for a set of states
with equal pairwise inner products is equal to x when x ≥ 0 [16]. Thus, the lemma trivially
holds. �

8.2 Non-uniform Prior Probability

Till now, we have implicitly assumed that the events (of affecting one sensor) occur with a uniform
probability. Here, we consider the generalization of allowing for the events to occur with non-
uniform probability. This could happen if different sensor locations can have different probabilities
of the event occurrence.

Number of Sensors n = 2. When the number of sensors is 2, we observe that the optimal solution
for the ISO problem actually remains unchanged. In particular, the expression for the minimum
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Fig. 8. Performance of the three search heuristics with non-uniform prior for varyingU ’s parameter θ , for a
different number of sensors in the network. Genetic Algorithm (GA) is not shown explicitly, for clarity, but
it also performs almost the same as Hill-climbing and Simulated Annealing (SA), which are plotted above.

probability of error in discriminating the two final states, with non-uniform probabilities p1 and
p2, for a given initial state |ψ 〉 is given by (derived from Reference [19])

Pe =
1

2

(
1 −

√
1 − 4p1p2 |〈ψ |(U ⊗ U −1)|ψ 〉|2

)
. (24)

The above entails that, as for the case of uniform probabilities, we need to minimize |〈ψ |(U ⊗
U −1)|ψ 〉|, which is independent of p1 and p2. Thus, the optimal initial state for n = 2 is independent
of the probabilities associated with the final states/events.

Number of Sensors n > 2. For n > 2, it is easy to see that Theorems 1 and 2 that derive conditions
for orthogonality of the final states remain unchanged, since the probabilities of events/final-states
do not affect the final states themselves. However, the optimal ISO solution for general values of
θ is certainly different than that conjectured in Conjecture 1, since Conjecture 1 is fundamentally
based on the symmetry of the final states, which is unlikely to be the case for non-uniform probabil-
ities of events. However, it is easy to generalize the search heuristics for the case of non-uniform
probability. See Figure 8, which plots the objective value P() for varying θ for the three search
heuristics. We observe that (i) the heuristics return an optimal objective value (of zero) for the con-
ditions in Theorems 2; (ii) all the heuristics perform almost the same. These observations suggest
that the heuristics likely perform near-optimally even for the general case of non-uniform event
probabilities. In addition, we note that, compared to the uniform probability case (i.e., Figure 2), the
optimal objective value P() under non-uniform probabilities is lower than the P() under uniform
probabilities, for any particular θ .

8.3 Impact of Quantum Noise

Till now, we have looked at the ISO problem from a theoretical perspective while ignoring the
quantum noise. Since quantum noise is an essential aspect of quantum systems, we present a
mitigation strategy to correct for quantum noise and evaluate it for two quantum noise models.

Quantum Noise-mitigation Strategy. In our context, the impact of the noise is that it essentially
results in final states that are different (due to noise) than the ones we try to discriminate. That
is, consider an given initial state |ψ 〉, which yields (noiseless) final states {|ϕi 〉}; let the optimal
measurement to discriminate the final states {|ϕi 〉} be the POVM with elements {Ei }. However,
due to the noise, the actual noisy final states may actually be different than {|ϕi 〉}, which, when
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Fig. 9. Improvement in the objective value P() for Conjecture 1’s solution due to the noise-mitigation strategy,
for the three noise models, for θ = 45 degrees and n = 4 sensors.

discriminated with the POVM {Ei }, will result in a higher probability of error than if there were no
noise. Thus, to account for such quantum noise, we propose to modify the POVM measurement
appropriately. In particular, we compute the POVM measurement to discriminate the expected
noisy final states—which we represent by the density matrices of the mixed states representing
the ensemble of potential final states. More formally, our strategy is as follows: For each final state
|ϕi 〉, let ρi be the density matrix that represents the distribution/mixture of noisy final states that
may result instead of |ϕi 〉. Then, we use SDP (Equation (17)) to determine the optimal POVM {E ′i }
that optimally discriminates the density matrices {ρi }, and use it to discriminate the noisy final
state.

Evaluation. We consider three popular noise models [28] for evaluation of our above mitigation
technique.

(1) Amplitude damping causes the quantum system to lose energy.
(2) Phase damping describes the loss of quantum information without energy loss.
(3) Depolarizing channel is probabilistically replacing the qubit by the completely mixed state,

I/2.

All the above noise models can be characterized using the Kraus operators (K ), which obey∑
i K
†
i Ki = I . In particular, the Kraus operators for the amplitude damping are

Namp = {Ka0,Ka1} =
{[

1 0
0
√

1 − p

]
,

[
0
√
p

0 0

]}
,

where p can be thought of as the probability of losing a photon [28]. The Kraus operators for the
phase damping are

Npha = {Kp0,Kp1} =
{[

1 0
0
√

1 − p

]
,

[
0 0
0
√
p

]}
,

where p can be interpreted as the probability that a photon from the system has been scattered
(without loss of energy) [28]. Finally, the Kraus operators for the depolarizing channel are

Ndep = {Kd0,Kd1,Kd2,Kd3} =
{√

1 − p
[
1 0
0 1

]
,

√
p

3

[
0 1
1 0

]
,

√
p

3

[
0 −i
i 0

]
,

√
p

3

[
1 0
0 −1

]}
,

where p is the probability of a qubit being depolarized. For a given noise model, its Kraus opera-
tors give the operators by which the state’s density matrix is transformed with a corresponding
probability. For example, in our context, under the third noise model of depolarizing noise, for a
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given initial state |ψ 〉, each final state |ϕi 〉 with a density matrix ρi = |ϕi 〉〈ϕi | is transformed to
Kd0ρiK

†
d0

with a probability of (1−p) and to Kd1ρiK
†
d1

or Kd2ρiK
†
d2

or Kd3ρiK
†
d3

with a probability
of p/3 each. The above noise models are for a single sensor/qubit; for multiple qubits, we use a
tensor product of the single-qubit noises. Figure 9 shows the (1) impact of various quantum noise
on the results, and (2) for the initial state (from Conjecture 1), how the objective value P() improves
due to the above-discussed noise-mitigation strategy for the three noise models, for the specific
value of θ = 45 degrees and the number of sensors equal to 4. We observe that the improvement
is particularly significant in the case of amplitude-damping noise.

9 CONCLUSION AND FUTURE DIRECTIONS

In this work, we formulate the problem of initial state optimization in detector quantum sensor
networks, which has potential applications in event localization. We first derive the necessary
and sufficient conditions for the existence of an initial state that can detect the firing sensor with
perfect accuracy, i.e., with zero probability of error. Using the insights from this result, we derive
a conjectured optimal solution for the problem and provide a pathway to proving the conjecture.
Multiple search-based heuristics are also developed for the problem and the heuristics’ numerical
results successfully validate the conjecture. In the end, we extend our results to the unambiguous
discrimination measurement scheme, non-uniform prior, and considering quantum noise.

Beyond proving the stated Conjectures in the article, there are many generalizations of the
addressed ISO problem of great interest in terms of: (i) more general final states (e.g., two sen-
sors may change at a time, allowing for multiple impact operators U1,U2, etc.), (ii) restricting
the measurement operators allowed (e.g., allowing only the projective measurements and/or local
measurements [9]), to incorporate practical considerations in the implementation of measurement
operators. We are also interested in proving related results of interest, e.g., ISO initial-state solution
being the same for minimum error and unambiguous discrimination.
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